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An Economic Anatomy of Optimal Climate Policy

By Juan B. Moreno-Cruz, Gernot Wagner and David W. Keith∗

Draft: 8 May 2018

This paper introduces geoengineering into an optimal control

model of climate change economics. Together with mitigation and

adaptation, carbon and solar geoengineering span the universe of

possible climate policies. Their wildly different characteristics have

important implications for climate policy. We show in the context

of our model that: (i) the optimal carbon tax equals the marginal

cost of carbon geoengineering; (ii) the introduction of either form

of geoengineering leads to higher emissions yet lower temperatures;

(iii) in a world with above-optimal cumulative emissions, only a

complete set of instruments can minimize climate damages.

JEL: D90, O44, Q48, Q54, Q58

Keywords: climate change, climate policy; mitigation, adaptation,

carbon geoengineering, carbon dioxide removal, solar geoengineer-

ing, solar radiation management.

Conventional economic wisdom says that the optimal climate policy is to follow

the logic of Pigou (1920) and price carbon dioxide (CO2) and other greenhouse-gas

emissions1 at their marginal costs to society: internalize the negative external-

∗ Moreno-Cruz: Georgia Institute of Technology, North Ave NW, Atlanta, GA 30332 (e-mail:
morenocruz@gatech.edu). Wagner: Harvard University Center for the Environment, 26 Oxford Street,
Cambridge, MA 02138 (e-mail: gwagner@fas.harvard.edu). Keith: Harvard John A. Paulson School Of
Engineering And Applied Sciences and Harvard Kennedy School, 12 Oxford Street, Cambridge, MA 02138
(e-mail: david keith@harvard.edu). Without any implications, we thank Cynthia Lin, Ken Gillingham,
Kate Ricke, Soheil Shayegh, Karl Steininger, and Martin Weitzman for helpful comments and discussions.
We thank the Weatherhead Initiative on Climate Engineering for support. All remaining errors are our
own.

1While there are important differences between long-lived climate forcers, like CO2, and short-lived
climate forcers like methane (Shindell et al., 2017), we here focus on CO2, and henceforth use “CO2” as a
shortcut for greenhouse-gas emissions. Any mention of, e.g., “carbon stock” for expositional expediency
should, thus, be interpreted as “CO2 stock.”
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2 OPTIMAL CLIMATE POLICY

ity, and get out of the way.2 While Pigou is right, the conventional wisdom is

wrong, or at least it is limiting. For one, it is limiting because of the unpriced,

positive learning-by-doing externality inherent in the adoption of new, cleaner

technologies (e.g., Acemoglu et al., 2012).3 A second fundamental reason for why

the conventional wisdom is wrong is that there is a long time delay between CO2

emissions and their effects on welfare. The effects instead propagate through a

long causal chain, with emissions affecting concentrations, concentrations affect-

ing temperatures, and temperatures affecting damages affecting human welfare.

Each link engenders its own possible intervention.

Society can avoid emitting CO2 in the first place: mitigation. It can adjust

to new climate realities: adaptation. It can extract carbon from the air: car-

bon geoengineering.4 Lastly, it can attempt to affect climate outcomes directly:

solar geoengineering.5 The bulk of the climate economics literature focuses on

mitigation (e.g., Acemoglu et al., 2012; Goulder and Pizer, 2006; Nordhaus, 2013;

Stern, 2007), with some entries on adaptation (e.g., Bruin, Dellink and Tol, 2009;

Kahn, 2013; Mendelsohn, 2012). Carbon geoengineering occupies a niche at once

mundane and unique: economic models often fail to call it out because it merely

looks like ‘expensive mitigation’. It is not. In fact, it is the only intervention

that allows for actually decreasing the stock of atmospheric CO2 without simply

waiting for slow, natural processes to do so. The small economic literature on so-

lar geoengineering, in turn, often focuses on it in isolation, with a few exceptions

considering both solar geoengineering and mitigation as part of a mixed portfolio

(e.g., Moreno-Cruz, 2015; Moreno-Cruz and Keith, 2012; Heutel, Moreno-Cruz

2Some invoke Coase (1960) instead of Pigou (1920), though Coase himself would likely agree that
internalizing the negative carbon externalities all but requires a Pigouvian tax rather than a Coasian
bargaining solution (Glaeser, Johnson and Shleifer, 2001).

3The existence of a second, positive externality and the policy interplay with CO2 pricing leads
to important political economy considerations (e.g., Acemoglu et al., 2016; Bennear and Stavins, 2007;
Wagner et al., 2015; Meckling, Sterner and Wagner, 2017).

4Carbon geoengineering is commonly also referred to as ‘carbon dioxide removal’ (CDR). See NRC
(2015b) for a survey of methods and their implications.

5Solar geoengineering, in turn, comes under various names including ‘solar radiation management’,
‘albedo modification’, ‘climate remediation’, and sometimes simply ‘geoengineering’ or ‘climate engineer-
ing’ as a catch-all term (e.g., Keith, 2000; NRC, 2015a).
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and Shayegh, 2016). Our model attempts to capture the pertinent characteristics

of each of these possible policy interventions in their most stylized form.

Mitigation is slow and relatively costly.6 This makes it the poster child of

the free-rider problem, as countries and individuals seek to postpone emissions

reduction measures with the intention of inducing higher mitigation efforts by

others (e.g., Pigou, 1920; Cline, 1992; Cramton et al., 2017). We assume that

the only way to create appropriate incentives for mitigation is via a broad-based

CO2 tax. In practice, that “tax” can take many forms and it alone is often far

from optimal.7 Mitigation alone, however, is not enough for an optimal solution,

largely due to inertia in the climate system. Global average temperatures have

already risen by around 1oC since before the industrial revolution, with almost as

much additional warming baked in due to elevated atmospheric CO2 concentra-

tions (IPCC, 2013; Friedlingstein et al., 2006). That points to the all-important

time element in climate policy. It also highlights the importance of interventions

further along the chain.

Carbon geoengineering mimics mitigation in important ways. In fact, for as

long as emissions are not set to zero, there is no clear distinction on the effects

of mitigation or carbon geoengineering in the climate-carbon system (Heutel,

Moreno-Cruz and Ricke, 2016; NRC, 2015b). It is as slow as and often costlier

than mitigation. Unlike mitigation alone, it can lead to net-negative changes in

the atmospheric CO2 stock in any given year, much faster than natural processes.

In fact, we employ here what has commonly become known as a “cumulative

emissions” model in climate science—to a first approximation, the resulting global

6“Costly,” of course, is indeed relative. The question relevant for policy is costly compared to what?
Mitigation is cheap relatively to unmitigated climate change. McKinsey (2009), for example, finds 1
billion tons of CO2-equivalent emissions reduction opportunities per year that have positive net present
value in the United States alone. Allcott and Greenstone (2012) and Gerarden, Newell and Stavins
(2015) assess this “energy efficiency gap” without conclusive evidence as to its existence. Gillingham and
Palmer (2014) are more positive. See also footnote 11.

7It could either take the form of a quantity-based instrument (Dales, 1968; Weitzman, 1974; Keohane,
2009), an implicit price instituted via other policy instruments (e.g., Bennear and Stavins, 2007), a direct
tax (e.g., Metcalf, 2009), or a combination of two or more instruments (e.g., Pizer, 2002; Fankhauser,
Hepburn and Park, 2010). More often than not, it comes in the form of deliberate technological inter-
ventions. See footnote 3.
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average temperature is linear in cumulative emissions (Matthews et al., 2009;

Matthews, Solomon and Pierrehumbert, 2012). Meanwhile, inherent inertia in

the climate system means that carbon geoengineering, too, is relatively slow.

Even if the world were to deploy mitigation and carbon geoengineering at scales

leading to net negative emissions by mid-century, temperatures and sea levels

would rise for decades and centuries to come (Matthews et al., 2009; Solomon

et al., 2009), pointing to the need for potential further interventions down the

climate system chain.

Solar geoengineering is quick, cheap, and imperfect (Keith, Parson and Morgan,

2010). It is quicker and, especially when looking at direct costs alone, cheaper

than either mitigation or carbon geoengineering (NRC, 2015a). It is also imper-

fect. While it directly compensates for increased global average temperatures,

temperatures themselves are an imperfect proxy for climate damages. Solar geo-

engineering also intervenes further down the climate system chain. While that

makes its impacts quicker, side-stepping the inertia inherent in the carbon cycle,

it does not tackle excess CO2 in the first place. It also comes with potentially

large risks and external costs not captured by the direct ‘engineering’ costs. Pre-

liminary estimates point to direct costs in the order of billions of dollars a year to

turn down global average temperatures to preindustrial levels (McClellan, Keith

and Apt, 2012), compared to trillions for mitigation and more for carbon geo-

engineering (NRC, 2015b). Solar geoengineering can be implemented without full

participation (Barrett, 2008, 2014). Instead of sharing classic free-rider prop-

erties with mitigation and carbon geoengineering, solar geoengineering exhibits

“free-driver” properties (Wagner and Weitzman, 2012, 2015; Weitzman, 2015).8

While solar geoengineering can be undersupplied if the country with the means to

implement it chooses not to do so (Moreno-Cruz and Smulders, 2017), low direct

costs create the distinct possibility that solar geoengineering is oversupplied in

8These “free-driver” properties have far-reaching implications, from the validity of benefit-cost anal-
yses in evaluating the role of solar geoengineering in optimal climate policy (Moreno-Cruz, 2015) to
strategic coalition formations among nations (Ricke, Moreno-Cruz and Caldeira, 2013).
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the future. Thus, while a CO2 tax, or its equivalent, is necessary to motivate

mitigation and carbon geoengineering, a “temperature tax” is not.9

Adaptation, meanwhile, is imperfect and private. In fact, it is doubly imper-

fect, as it has no direct effect on either CO2 stocks or on temperatures. While

it affects provisions of public goods—from migration to mitigation—adaptation

itself is rival and excludable, making it a classic private good (Samuelson, 1954).10

Depending on the scale of adaptation, it can be relatively quick and cheap—think

a second air conditioner—or slow and expensive—think moving entire cities to

higher land (Desmet and Rossi-Hansberg, 2015). In any case, adaptation should

not be confused with “suffering.” Adaptation is deliberate (Kahn, 2013). Suf-

fering, a loss in welfare because of inadequate climate policy interventions, is

not.

Put back into the language around the climate-economic chain from emissions to

human welfare, only mitigation propagates throughout the entire chain. The other

three interventions are aimed at breaking otherwise believed-to-be firm links: car-

bon geoengineering breaks the link between emissions and concentrations; solar

geoengineering breaks the link between concentrations and temperatures; adap-

tation breaks the link between temperature and damages. What then is the best

way to combine these four instruments to optimally manage climate change?

To address this question, we develop a parsimonious model of climate change

economics that captures the main trade-offs associated with all four instruments.

Economic output, of which emissions are an important component11, propa-

gates through the entire emissions-concentrations-temperatures chain to dam-

ages, which, in turn, lead to reductions in economic output. Mitigation reduces

9The combination, a CO2 tax pegged to temperatures (McKitrick, 2011), is similarly misguided for
the simple reason that inherent inertia in the climate system delays feedback by centuries.

10Our model with one representative agent does not, in fact, lend itself to a proper analysis of this
private goods aspect of adaptation. Doing so necessitates extending the framework to more than one
agent.

11Breaking the link between economic output and emissions is itself an important goal of climate
policy aimed at mitigating emissions in the first place. A natural extension of our model is to include
two goods—one “dirty,” one “clean”—and to model the substitutability among them (e.g., Acemoglu
et al., 2012, 2016). See footnote 6 for a discussion of the “energy efficiency gap.”
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emissions. Mitigation and carbon geoengineering reduce concentrations. Mit-

igation, carbon geoengineering, and solar geoengineering reduce temperatures.

Mitigation, carbon geoengineering, solar geoengineering, and adaptation reduce

the resulting damages.

Climate-economy models typically reduce both the climate and economic sys-

tems to their essential components. Nordhaus (1992, 2013)’s Dynamic Integrated

Climate-Economy (DICE) model famously includes fewer than twenty main equa-

tions in order to calculate the optimal global CO2 price path.12 We reduce the

climate system to a single dynamic equation to describe the accumulation of

emissions in the atmosphere, S, and to a direct relation between global aver-

age temperatures, T , based on S at any given point, minus the effects of solar

geoengineering.13 The two are intimately linked via the all-important climate

sensitivity parameter (e.g., Matthews et al., 2009), which translates a doubling of

atmospheric concentrations of CO2 into global average temperature outcomes—in

equilibrium.

The term “equilibrium” itself merits discussion. Climatic and economic systems

adjust—and reach equilibrium—on entirely different timescales. The 1.5− 4.5oC

“likely” range of parameter values for climate sensitivity that is typically used

in economic models (Charney et al., 1979; Morgan and Keith, 1995; Wagner

and Zeckhauser, 2017), is, in geological terms, the so-called “fast” equilibrium

(IPCC, 2013). We use the fact that global average temperatures T are, to a

first approximation, directly proportional to cumulative greenhouse gases in the

atmosphere, our stock variable S. Such a “cumulative emissions” model relies, in

part, on the fact that most of the temperature response that will happen within

a century due to added CO2 in the atmosphere, happens within a decade.14 We

12See Nordhaus and Sztorc (2013) for extensive model documentation. For extensive critiques and
long lists of well-known limitations, see, among others: Burke et al. (2016); Convery and Wagner (2015);
Daniel, Litterman and Wagner (2016); Fisher and Le (2014); Kopp et al. (2016); Morgan and Keith
(2008); Pindyck (2013); Stern (2013); Wagner and Weitzman (2015); Weitzman (2009b); NAS (2017).

13See, e.g., Nordhaus (1991); Golosov et al. (2014) for economic models incorporating a direct link
between T and cumulative emissions, without the addition of solar geoengineering.

14“Maximum warming occurs about one decade after a carbon dioxide emission” (Ricke and Caldeira,
2014). Around half of global average warming due to a rapid increase in atmospheric CO2 happens
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can take advantage of this T -S relation and resulting ‘quasi-equilibrium’ behavior

of climate policy over the time frames that matter for policy.15

The transient and equilibrium behavior of the climate system matters to solving

our model. It also matters to the fundamental understanding of optimal climate

policy. Instead of an optimal control problem with one knob—S—which is as-

sumed to have a direct link to eventual temperature and climate outcomes over

the long run, we now have a second, much quicker knob: T . While T depends

on cumulative net emissions in the atmosphere, it can also be directly regulated

via solar geoengineering. S and T , thus, affect economic welfare in distinct ways.

Time plays an important role; so do benefits, costs, and risks. Breaking the direct

link between S and T also immediately increases the number of policy goals be-

yond one. That alone all but guarantees that the “conventional wisdom” around

a CO2 tax needs to be overturned. More than one potential policy target calls

for more than one policy intervention.16

I. General Framework

Focusing on the utility derived from E(t), the consumption of fossil fuels and,

thus, the emissions of CO2, we assume our representative agent’s utility function

is quasilinear, given by:

(1) U(E(t)) +Q0(t).

This assumption is limiting in one important way: it does not allow us to dis-

tinguish between ‘dirty’ and ‘clean’ production and, thus, makes reductions in

within a decade, whereas around a quarter happens after a century (Caldeira and Myhrvold, 2013).
15See Held et al. (2010) and Cao et al. (2015) on “fast” versus “slow” responses in the climate system,

Proistosescu and Huybers (2017) on fast and slow modes of equilibrium climate sensitivity itself—“fast”
here on geological timescales— and Nordhaus (1991) and Lemoine and Rudik (2017) for explicit discus-
sions of time and the effects of inertia in climate-economic models. See also Ricke and Caldeira (2014)
and Caldeira and Myhrvold (2013) for detailed modeling results. Caldeira and Myhrvold (2012) explore
the implications of using temperature as a metric to evaluate climate and energy policies.

16Mundell (1968, p. 201), in reference to Tinbergen (1952), likens economic policy systems to “‘overde-
termined’ or ‘underdetermined’ mathematical systems,” unless the number of policy goals matches the
number of instruments.
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emissions necessarily costly—an oft-stated assumption in economics, albeit one

worthy of further exploration.17 Q0(t) is the consumption of all other goods in

the economy, taken to be the numeraire. The utility derived from consumption

of fossil fuels is given by

(2) U(E(t)) = αE(t)− 1

2
βE(t)2,

with α > 0 and β > 0.

We consider a partial equilibrium model where global aggregate income, Y (t),

is exogenous and equal to Q0(t) plus the costs of fossil fuel consumption, pE(t),

damages from climate change, D, and costs of climate intervention, C:

(3) Y (t) = pE(t) +Q(t) +D(T (t), S(t), G(t), A(t)) + C(R(t), G(t), A(t)),

Climate damages are denoted by D(T (t), S(t), G(t), A(t)) and are strictly in-

creasing and weakly convex in T , S, and G:

(4) D(T, S,G,A) =
1

2
κ
(
T 2 − 2χAA

)
+

1

2
σS2 +

1

2
γG2,

with κ > 0, σ > 0, and γ > 0. Climate damages associated with global aver-

age surface temperature, T (t), can be reduced with expenditures on adaptation,

A(t), where χA ≥ 0 models both the availability and effectiveness of adaptation

measures. Climate damages further depend on S directly. Solar geoengineering,

G, meanwhile enters both via T (see equation 8 below) and directly, in form of

the damages associated with G.

The costs of managing the climate are given by C(R(t), G(t), A(t)), where R(t)

is the removal of CO2 from the atmosphere: carbon geoengineering. Costs are

17See footnote 11.
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assumed to be strictly increasing and convex in each element:

(5) C(R,G,A) =
1

2
νR2 +

1

2
ηG2 +

1

2
ωA2

with ν > 0, η > 0, ω > 0. This cost function also assumes separability; to a first

approximation this is likely to be true, but general equilibrium effects can create

second order interactions.

Mitigation, M(t), takes the form of reductions in emissions, E(t), relative to

a maximum level of emissions, Ē, that maximizes utility where climate damages

are not considered in the economy (see section I.B for derivations). Thus,

(6) M(t) ≡ Ē − E(t).

The costs of mitigation are measured in terms of forgone utility, given that E(t)

enters U in equation 2 directly. That is C(M) = U(Ē)− U(E), for any E < Ē.

A. Climate System Dynamics

We capture the climate system and its four-link chain from emissions via con-

centrations and temperatures to damages in two steps. The first dynamic equation

represents the evolution of cumulative emissions of CO2 in the atmosphere, S(t):

(7) Ṡ(t) ≡ dS(t)

dt
= E(t)− χRR(t), S(0) = S0 > 0.

The stock of CO2, S(t), accumulates in the atmosphere with past emissions that

result from the burning of fossil fuels, E(t). Carbon geoengineering, R(t), de-

creases S(t), breaking the otherwise direct link between emissions and concentra-

tions, with χR ≥ 0 showing if carbon geoengineering is available (χR > 0) and

how effective it is in reducing S(t).

The second equation links global average temperature over time, T (t), to cu-
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mulative CO2 emissions via a linearized climate feedback parameter, λ:

(8) T (t) = λS(t)− χGG(t).

Solar geoengineering, G(t), enters the temperature equation linearly, with χG ≥ 0

showing its availability and effectiveness in reducing T (t).

Equations (7) and (8) alone point to many possible extensions of our model,

from more complex carbon-cycle dynamics introduced in some climate-economic

models (e.g., Golosov et al., 2014), to a full treatment of inertia (e.g., Nordhaus,

1991; Lemoine and Rudik, 2017), to an explicit treatment of uncertainty (e.g.,

Moreno-Cruz and Keith, 2012; Heutel, Moreno-Cruz and Ricke, 2016). Note

also that our model introduces the full effects of solar geoengineering via both

T (t) and G(t). T (t) captures solar geoengineering’s direct temperature impacts.

That representation alone would diminish G’s potentially positive effects on other

dimensions, such as its direct carbon impact (Keith, Wagner and Zabel, 2017),

but it alone would make solar geoengineering look ‘too good’. It ignores other

potential negative impacts not captured by temperature alone (e.g., Moreno-Cruz

and Smulders, 2017). All are potentially important extensions of our work. Here

we focus on this simple climate system and their most salient interactions to

derive stylized facts and their implications.

B. Myopic scenario

The ‘myopic’ scenario assumes that there are no damages from climate change.

The solution is trivial. It is also instructive, for two reasons. First, it introduces

the panel of figures, 1a through 1d, we will use in subsequent sections to show the

effects of various climate policy portfolios, building up to the most flexible option

that allows for all four: mitigation M , adaptation A, carbon geoengineering R,

and solar geoengineering G. Figure 1a shows the phase diagram pitting E versus

S over time. While trivial, the system dynamics for the myopic scenario will be an
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important part of analysis as we expand the climate policy portfolio. Emissions,

thus, are given by

(9) E(t) = Ē ≡ α− p
β

,

shown in Figure 1b. Carbon in the atmosphere accumulates linearly at a rate

equal to Ē:

(10) S(t) = S0 + Ēt,

shown in Figure 1c.

Second, this myopic solution is instructive because it shows where our model

departs in important ways from prior economic analyses. Most prior climate-

economic models assume the system approaches an equilibrium in the long term,

even without mitigation (e.g., Nordhaus and Sztorc, 2013; Lemoine and Rudik,

2017). Our model instead is consistent with the most recent literature in the

natural sciences, which suggests the resulting temperature is linear in cumulative

emissions (Matthews et al., 2009; Matthews, Solomon and Pierrehumbert, 2012):

(11) T (t) = λS0 + λĒt,

shown in Figure 1d.

The myopic scenario shows one more important difference between a cumu-

lative emissions model used here and prior concentrations equilibrium models.

Here stopping emissions does not reduce temperatures—at least not at timescales

relevant to policy. Stopping emissions, setting E = 0, merely stops temperatures

from continuing to rise. While this conclusion is evident in the latest climate sci-

ence literature focused on carbon budgets (e.g., Matthews et al., 2009; Matthews,

Solomon and Pierrehumbert, 2012), it has not yet found its way into climate-

economic models. One stark conclusion: The only way to reduce temperatures at
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timescales relevant to policy is by either removing carbon from the atmosphere,

R > 0, or by reducing the amount of warming associated with any given amount

of cumulative emissions, G > 0.

We do not want to dismiss the relevance of concentrations equilibrium models

for showing eventual policy outcomes, nor the importance of pricing the risks

associated with climatic extremes (e.g., Weitzman, 2009b). Their continued use

in growth models is similarly appropriate for calculating the ‘optimal’ price of a

ton of CO2 emitted today (e.g., Nordhaus, 2013; Daniel, Litterman and Wagner,

2016). But it may be more appropriate and intuitive to move to a cumulative

emissions model to highlight the roles of different climate policies and their re-

spective trade-offs. In the subsequent sections, we analyze the system as we allow

for more instruments to complement mitigation efforts.

II. Optimal Solution

The social planner maximizes the present discounted value of social welfare:

(12) max
{E,R,G,A}

∫ ∞
0
{U(E(t)) +Q(t)} e−ρtdt,

subject to the budget constraint (3), and equations (7) and (8). This four-equation

system covers the full optimization problem. We further require that all instru-

ments are non-negative; that is, M ≥ 0, R ≥ 0, G ≥ 0, and A ≥ 0.18

While T , per equation (8), unequivocally increases with S and decreases with

G, S evolves according to a set of dynamic forces that require a look at the full

optimization problem. The current value Hamiltonian is given by

H = U(E) + Y − pE −D(T, S,G,A)− C(R,G,A) + µ [E − χRR] ,

where µ(t) is the co-state variable associated with the carbon emissions accumu-

18Note that while E serves as our control variable, it is M defined by equation (6) that represents the
mitigation instrument. With E ≥ 0, 0 ≤ M ≤ Ē. Note also that from here on we drop time “(t)” for
notational expediency and readability.
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lation equation (7). We can now form a Lagrangian and extend the Hamiltonian

to incorporate the non-negativity constraints:

L = H + θEE + θRR+ θGG+ θAA.

Using this formulation, the conditions for an optimal solution are given by:19

∂L

∂E
= U ′(E)− p+ µ+ θE = 0,

(13)

∂L

∂R
= −CR(R,G,A)− χRµ+ θR = 0,

(14)

∂L

∂G
= −DT (T, S,G,A)TG(S,G)−DG(T, S,G,A)− CG(R,G,A) + θG = 0,

(15)

∂L

∂A
= DA(T, S,G,A)− CA(R,G,A) + θA = 0,

(16)

∂L

∂S
= −DT (T, S,G,A)TS(S,G)−DS(T, S,G,A) = ρµ− µ̇,

(17)

the complementary slackness conditions

E ≥ 0, θE ≥ 0, EθE = 0,(18)

R ≥ 0, θR ≥ 0, RθR = 0,

G ≥ 0, θG ≥ 0, GθG = 0,

A ≥ 0, θA ≥ 0, AθA = 0,

19We use the notation Fx(x) to indicate ∂F (x)/∂x.
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and the transversality condition,

lim
t→∞

e−ρtµS = 0.(19)

It follows from equations (14)-(16) and the convexity assumptions for costs

and damages, that θR, θG, and θA are always equal to zero; that is, R, G, and

A are always strictly positive. This is not the case with emissions E; if the

initial amount of cumulative carbon emissions is too high, carbon emissions could

optimally be set to zero, M = Ē with negative emissions only possible if carbon

geoengineering, R, is available. We analyze the optimal solution considering two

regimes: positive (E > 0) and zero emissions (E = 0).

We can define the optimal CO2 tax as:

(20) τ ≡ −µ.

From (13) and (20) we find:

U ′(E) + θE = α− βE + θE = p+ τ.(21)

This equation splits the world into two possible regimes, defined by τ relative to

α − p. We define two cases. With τ ≤ α − p the system enters the Positive-

emissions regime. With τ > α − p we move to the Zero-emissions regime. We

discuss the two regimes in turn.

A. Positive-emissions regime

Mitigation

Following Kamien and Schwartz (1981) and especially Weitzman (2009a), we

can already say a lot about the optimal solution. Equation (13) can now be
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written as

(22) U ′(E) = ρ+ τ,

reproducing the standard result that the marginal utility derived from emitting

CO2 into the atmosphere should equal the marginal cost of extracting fossil fuels,

p, plus the optimal CO2 tax. Replacing the function form, we get:

(23) E = Ē − τ

β
,

showing directly how emissions fall as the carbon tax increases. Conversely, re-

stating equation (23) in terms of mitigation, we have M = τ/β increasing with

τ . But mitigation is not the only instrument targeting CO2 in the atmosphere.

Carbon geoengineering R does, too, and arguably more directly.

Carbon geoengineering

Equation (14) immediately leads to:

(24) R = φR(Ē − E),

where φR = χRβ
ν . Equation (24) shows directly that R is proportional to mitiga-

tion R = φRM and that its use increases as its variable costs, ν, fall. This result

also shows that, for as long as emissions are positive, there is no difference in car-

bon geoengineering R and mitigation M . Both interventions are complementary

and the net effect on cumulative emissions is additive.

Equations (23) and (24) also expand the ‘conventional wisdom’ presented in the

introduction that emissions ought to be priced at their marginal cost to society.

In the optimal solution, the marginal cost of carbon geoengineering R, too, equals
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the optimal carbon tax:

(25) R = φRτ/β.

Conversely, assuming carbon geoengineering is available without any further bind-

ing restrictions its optimal use is guaranteed by an optimal carbon tax alone.20

Solar geoengineering

The most general optimal solution for solar geoengineering, G, follows a sim-

ilar pattern. Equation (15) immediately leads to the conclusion that the total

marginal costs of G—marginal damages plus marginal costs of implementation—

are equal to the marginal reduction in temperature-induced damages:

(26) DG(T, S,G,A) + CG(R,G,A) = −DT (T, S,G,A)TG(S,G).

Replacing assumed functional forms yields a direct relationship between solar

geoengineering and cumulative carbon emissions:

G(S) = φGλS,(27)

where φG = χGκ
χ2
Gκ+(γ+η)

. The optimal CO2 tax, thus, affects solar geoengineering

through its effects on cumulative emissions that affect temperature further down

the climate system chain, but the CO2 tax does not set optimal solar geoengi-

neering levels directly. Those instead depend on (26), a balance between direct

costs and potential damages on the one hand with potential benefits on the other.

20Note that the optimal CO2 price is distinct from the social cost of carbon, SCC, even though the two
often get conflated, and not merely because it should be the “SC-CO2.” The SCC is the marginal price of
a ton of CO2 given today’s path (U.S. Government Interagency Working Group on Social Cost of Carbon,
2015). The SCC, thus, only equals the optimal CO2 price, if one were to assume that today’s path is
optimal, a heroic assumption, to say the least. The interaction of carbon and solar geoengineering on
the marginal (non-optimal) SCC is itself a potentially important, policy-relevant extension of this work.
See, e.g., Kotchen (2016) for a framework that lends itself to this exploration.



18 OPTIMAL CLIMATE POLICY

Adaptation

The final potential climate policy intervention is adaptation. Based on equation

(16), here it is simply a constant balancing the marginal reduction in damages

linked to temperature with the marginal costs of adaptation:

CA(R,G,A) = −DA(T, S,G,A),

which, after replacing our functional forms, implies:

(28) A = φA,

where φA = χAκ
ω . Adaptation, thus, will not play an important role in the dy-

namics of the system. While this is the direct result of our assumption, we do so

intentionally to focus on the two more novel types of geoengineering interventions.

Hence, in what follows, and to simplify our further discussion, we will refer to

climate damages as ‘climate damages net of adaptation’.

System dynamics

Replacing the functional forms in equation (17) and using (20) defines the

behavior of the optimal carbon tax:

(29) ρτ = τ̇ +
(
(1− χGφG)κλ2 + σ

)
S.

Along the optimal path the present value of the carbon tax must equal the

marginal reduction in future damages created by one extra unit of CO2 in the

atmosphere, plus the gains from not having to incur the costs of reducing that

unit in the future.

Taking time derivatives of equation (23) and replacing the result in equation

(29), we find the set of dynamic equations that govern the optimal solution when
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emissions are positive:

Ė =
1

β

(
(1− χGφG)κλ2 + σ

)
S − ρ(Ē − E)(30)

Ṡ = E − χRφR(Ē − E)(31)

The steady state, given by Ė = 0 and Ṡ = 0, is:

E∗ =
χRφR

1 + χRφR
Ē(32)

S∗ =
S̄

(1 + χRφR)
,(33)

where

(34) S̄ =
Ē

1
βρ ((1− χGφG)κλ2 + σ)

.

We will analyze the full implications below. For now, suffice it to emphasize that

this does indeed capture the positive-emissions case, which extends to the steady

state. With χR > 0, steady-state emissions are allowed to remain above zero. If

χR = 0, the steady state is E∗ = 0.

B. Zero-emissions regime

In the zero-emissions case, when τ > α − p, the system of dynamic equations

is better expressed as a function of τ and S. Equation (31) now simplifies to:

(35) Ṡ = −χRφR
τ

β
,

and the steady state of the system is characterized by τ∗ = 0 and S∗ = 0.

To better understand the behavior of the system, we now introduce each pos-

sible climate policy intervention one by one as we build towards a full solution.
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III. Analysis

A. Mitigation only

Suppose that only mitigation is available today; that is, assume χR = 0, χG = 0,

and χA = 0. To a first approximation, this situation represents the current state

of climate policy. If S(0) = S01 < S̄, we are in the Positive-Emissions regime—

arguably unlike the current state of the world where atmospheric CO2 concentra-

tions are well above pre-industrial levels, albeit still below the oft-bandied political

target for global average temperatures not to exceed ‘2oC’ above pre-industrial

levels. The dynamics of the system are given by:

Ė =
1

β

(
κλ2 + σ

)
S − ρ(Ē − E)(36)

Ṡ = E(37)

Note here, as throughout our analysis, the equivalency between Ē − E and M ,

as defined in equation (6). It is, in fact, mitigation M that is the climate policy

instrument.

Figure 2a shows the evolution represented by equations (36) and (37). The

system, unlike the myopic case, approaches a steady state in the long run where

emissions are brought to zero, E∗M = 0. The mitigation-only steady state has

lower emissions and temperature compared to the business as usual scenario.

Figure 2a also calls out the amount of mitigation, M = Ē − E. Emissions fall,

limiting cumulative emissions to the value S∗M = S̄. The carbon price would

slowly increase towards τ̄ < α− p.

By comparison, S(0) = S02 > S̄ instead defines the Zero-Emissions regime.

Now emissions jump to zero and remain there for the rest of the planning hori-

zon. Cumulative emissions stay at S02 and importantly, the carbon tax remains

positive and equal to τ02 > τ̄ . Thus, while there is a positive willingness to re-

duce emissions, the non-negativity constraint on emissions means that the world is
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committed to an amount of cumulative emissions that is higher than what would

be optimal if emissions were allowed to be negative. We next relax precisely this

constraint, allowing for carbon geoengineering by setting χR > 0.

B. Mitigation and Carbon Geoengineering

The introduction of carbon geoengineering, setting χR > 0 while keeping χG =

0 and χA = 0, only affects the Ṡ = 0 equation, which is now given by ṠR = 0:

(38) Ṡ = E − χRφR(Ē − E),

with Ė still given by equation (36).

Mitigation and carbon geoengineering are substitutes with respect to their im-

pact on atmospheric CO2 stocks. That invokes popular discussion of potential

‘moral hazard’ or, more accurately ‘crowding out’, which is evident here with

R′(E) = −φR < 0. Introducing carbon geoengineering, thus, necessarily results

in higher emissions and lower mitigation. The steady state is:

(39) E∗MR =
χRφR

1 + χRφR
Ē,

which is clearly positive.

Figure 3, and in particular a direct comparison with the respective panels in

Figure 2, shows the tradeoff between M and R: Carbon geoengineering allows

for emissions to remain higher than without it being available (Panel 3b versus

2b). This alone would result in higher concentrations, were it not for carbon

geoengineering in the first place. With carbon geoengineering, in fact, resulting

atmospheric concentrations are lower (Panel 3c versus 2c).

Meanwhile, the climate variable closest to what ultimately feeds into the rep-

resentative agent’s utility function, temperatures T , is also lower with carbon

geoengineering than without (Panel 3d versus 2d), allowing us to conclude qual-

itatively that welfare, as defined in this model, goes up with the availability of
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carbon geoengineering.

None of this includes potentially broader, behavioral tradeoffs, where, for ex-

ample, the mere availability of carbon geoengineering might discourage moving

to optimal mitigation levels in the first place—or the inverse, where the availabil-

ity of one pushes more policy action on the other (e.g. Moreno-Cruz, 2015). We

leave any such explorations for further models capable of incorporating behavioral

aspects in a world of clearly sub-optimal climate policy.

C. Mitigation and Solar Geoengineering

Next consider the case where only mitigation and solar geoengineering are avail-

able, assuming χG > 0 while χR = 0 and χA = 0. We do not claim for this to be

a realistic climate policy scenario, where adaptation and carbon geoengineering

surely ought to play a role, presumably before solar geoengineering enters the

picture. It is still instructive to explore solar geoengineering in isolation with

mitigation.

Adding solar geoengineering affects the dynamic equation (30) only:

(40) Ė =
1

β

(
(1− χGφG)κλ2 + σ

)
S − ρ(Ē − E),

while leaving the Ṡ equation unchanged. Any feedback from G to S, either via

direct carbon feedback effects (Keith, Wagner and Zabel, 2017) or via policy or

behavioral questions via mitigation efforts, is outside our model.

The steady state, when Ė = 0 and Ṡ = 0, is given by:

E∗MG = 0(41)

S∗MG =
1

βρ

(
(1− χGφG)κλ2 + σ

)
≡ S̄(42)

Introducing only solar geoengineering changes two elements in our system:

First, the steady-state relation between emissions and concentrations rotates,
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reflecting a reduction in the marginal damage of each unit of emissions (Panel

4a).

The second important change is in the relation between temperature and car-

bon concentrations that changes from T (S) to T (S,G(S)), making this relation

less sensitive to cumulative carbon emissions. As soon as solar geoengineering is

introduced, temperatures jump instantaneously to a lower level. This characteris-

tic is what makes solar geoengineering unique among climate policy interventions:

it creates a jump in what would otherwise be a state variable, breaking the firm

link between S and T .

D. All Four Instruments

We are now ready to look at the interplay of all four instruments, when χR > 0,

χG > 0, and χA > 0.21 Figure 5 summarizes the dynamics of the system.

First, recall that, in our model, the introduction of solar geoengineering unam-

biguously results in higher emissions and, thus, higher concentrations, yet also

lower temperatures. Meanwhile, the introduction of carbon geoengineering re-

sults in higher emissions, lower concentrations, and lower temperatures. When

introducing both, the optimal level of cumulative emissions depends on the rel-

ative change in emissions. What is unambiguous is that temperatures decline

(Panel 5b) and, thus, welfare, as defined in our model, increases. Note that while

this conclusion includes negative externalities of unmitigated climate change on

the one hand and of both carbon and solar geoengineering on the other, it also

relies on the rational representative agent setup of our model. Within this frame-

work, expanding the set of available climate policy interventions increases societal

welfare.

One could argue that climate policies beyond mitigation are even more relevant

in a situation where the planet has already overshot both concentrations and tem-

21While we did not discuss the implications of χA > 0 in isolation, the implications are trivial given
the modeling assumptions we made.
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peratures beyond their (long-term) equilibrium, needing to bring them down.22

We show this scenario in Panel 4a. The effects are clear: emissions increase, while

carbon geoengineering ensures that concentrations are falling immediately. The

atmospheric CO2 stock falls smoothly and slowly, as it approaches the new steady

state.

IV. Conclusions

This paper is at once easy and extremely difficult to summarize. It is easy to

summarize because the main results are intuitive and supported by the canonical

climate-economy model introduced here. It is difficult to summarize precisely

because we attempt to introduce a basic taxonomy and canonical model that

lends itself to exploring the most fundamental aspects of optimal climate policy.

The main contribution is reducing an incredibly complex problem to a canoni-

cal optimization problem represented by one dynamic equation that captures the

(slow) evolution of atmospheric CO2 and another that links temperatures to cu-

mulative emissions. While the scientific literature has increasingly looked to such

cumulative emissions models to capture the most pertinent, short-term features

of the emissions-temperature chain, most economic models to date rely on long-

term equilibrium analyses. While important for other domains and questions,

analysis focused on equilibria centuries hence strikes us as less important to to-

day’s climate policy decisions than relying on a simplified linearized relationship

capturing dynamic tradeoffs.

While we could restate the main lessons and propositions here, the real contri-

bution of this paper we believe is to add a simple framework—and simple graphs

to go with that framework—to economic policy discussions to allow for a deeper

exploration of the full set of climate policies: mitigation, carbon and solar geo-

engineering, and adaptation.

22Discussion of so-called “overshoot” scenarios has a long tradition in climate policy, going back at
least to Broecker (2007).
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Our focus on the linearized, short-term cumulative emissions-temperature rela-

tionship is surely a simplification of an otherwise complex climatic reality. Here

we argue that it is a sensible way to break down the problem without missing the

main characteristics of the all-important emissions-concentrations-temperatures-

damages chain on the one hand, and of the basic anatomy of climate policy inter-

ventions on the other. This model allows—calls—for many an extension. One is

expanding the model to include more than one representative agent. Another is

introducing a “clean” good, in addition to the currently “dirty” one. Ultimately,

though, the real test for this model is how useful a guide it is for actual climate

policy.
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